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1.0 INTRODUCTION
The Space and Naval Warfare Systems Command is acquiring Capacity as a Service (CaaS).  CaaS is defined as an agile, on-demand, on premise computing, networking, and storage solution for a variety of systems and applications for our Research, Development, Testing, and Evaluation (RDT&E) core infrastructures, laboratory and data center environments.
2.0 BACKGROUND
The Federal Data Center Consolidation Initiative (FDCCI) directs all Federal agencies to consolidate data centers and improve efficiency of all Information Technology (IT) operations.  The goal is to reduce costs, enhance IT security postures, apply best practices, and promote energy efficiencies.  SPAWAR is a provider of information technology solutions for the Department of Defense (DOD) and Department of the Navy (DON).  SPAWAR customers require a CaaS solution, which aligns with the FDCCI direction.  This capability will allow projects and programs the agility of expanding CaaS for a project, providing a quick architecture to support the project, and also reducing the service when the project is over.  SPAWAR CaaS must have the ability to provide cost-effective computing, networking, and storage capacity in a timely manner, whenever and wherever the requirements occur, with the capability to scale these solutions to meet changes in demand.  This requirement supports stakeholders across the Navy who use SPAWAR as their RDT&E and Data Center support:  SPAWAR Headquarters, SPAWAR Systems Center Atlantic (SSC LANT); SPAWAR Systems Center Pacific (SSC PAC); and Program Executive Offices (PEO’s).
3.0 SCOPE
The Contractor shall provide CaaS on specified Government premises providing the equipment for the compute, network, and storage in support of our RDT&E networks and data centers, at SPAWAR Systems Center Atlantic (SSC LANT), and SPAWAR Systems Center Pacific (SSC PAC).  See Table 3.0 below for defined locations. 
	
The objective for this contract is to acquire commercial capability encompassing the CaaS solution, with resource pooling, rapid elasticity for compute, storage and network devices, with measured service level agreements (SLAs).  This allows the Government the access to a commodity service from a commercial Contractor that can provide a scalable, elastic, dynamic, vendor agnostic solution based upon a commercial utility model that can rapidly be expanded or contracted.  The Government would define the requirement for the Capacity; the Contractor would manage the delivery and installation of that capacity; and the Government would manage the day-to-day operations of that Capacity.  Monthly billing would commence once the Capacity is turned on making it ready for use, and the services are delivered in accordance with the Delivery Orders’ instructions and accepted by the Government.  Billing would cease when the Capacity is turned off and no longer in use.  

This is not Infrastructure as a Service (IaaS). This is not CLOUD services.  SPAWAR is acquiring Capacity in the form of Compute, Networking, and Storage hardware to be delivered within the parameters of the SLA (on-demand) to a Government facility (on premise), requesting or releasing components of the delivered Capacity (agile) for one or more servers, one or more networking components, and/or one or more units of storage.  The Contractor is responsible for the acquisition, installation (make ready for use), de-install, transport, configure, and provide the necessary hardware including, but not limited to, interfaces, interface cards, cabinets/racks/cabling/cable management/power distribution units (PDU’s), circuit protection, uninterruptible power supplies (UPS), hardware maintenance, as well as delivery of the Capacity in the form of bare metal (no software requirements), and any modifications (e.g., Firmware) which must be applied due to a manufacturer’s flaw or security issue.  See Section 14 for SLA.

The Contiguous United States (CONUS) locations defined for this requirement are listed below: 

TABLE 3.0
	CONUS Locations
	Security Management Office (SMO)

	SPAWAR Headquarters, San Diego, CA
SSCLANT, Charleston, SC
SSCLANT, Norfolk, VA
SSCLANT, New Orleans, LA
SSCPAC, San Diego, CA
	660015
652366
N65580
652356
660015



4.0 APPLICABLE DIRECTIVES/DOCUMENTS
The Contractor shall adhere to the following documentation or any revisions/updates thereof in the performance of the tasks identified in the Performance Requirements of this PWS. In the event that a revision or update is perceived to be a change to the contracted agreement, then prior to implementation, the Task Order Contracting Officer Representative (COR) and Procuring Contracting Officer (PCO) shall be notified and apprised of the impacts of the change in accordance with the “Changes” clause in the base contract.  PCO authorization of changed work is required prior to implementation.

TABLE 4.0
	DOCUMENT TYPE
	NO. / VERSION
	TITLE
	DATE

	DON CIO Memorandum
	
	DEPARTMENT OF THE NAVY (DON) DATA CENTER CONSOLIDATION (DCC) POLICY GUIDANCE
	20 July2011

	DoD Directive (DoDD)
	5000.01
	The Defense Acquisition System
	12 May 2003

	DoD Instruction
	5000.02
	Operation of the Defense Acquisition System
	7 Jan 2015

	DoD Instruction
	5015.02
	Records Management Directive
	24 Feb 2015

	Committee on National Security Systems (CNNS)  Policy
	#11
	National Policy Governing the Acquisition of IA and IA-Enabled IT Products
	10 Jun 2013

	DoD–Directive (DoDD)
	8000.01
	DOD IT Standard Registry
	17 Mar 2016

	DoD Instruction
	8500.01
	Cyber Security
	14 Mar 2014

	DoD Instruction
	8500.02
	Information Assurance Implementation
	06 Feb 2003

	DoD Instruction
	8510.01
	Risk Management Framework (RMF) for DoD Information Technology (IT)
	12 Mar 2014

	DoD Instruction
	8551.1
	Ports, Protocols, and Services Management (PPSM)
	28 May 2014

	DoD Instruction
	5200.01
	DoD Information Security Program and Protection of Sensitive Compartmented Information
	21 April 2016

	DoD Instruction
	5200.02
	DoD Personnel Security Program
	21 Mar 2014

	DoD Regulation
	5200.2-R
	DoD Personnel Security Program
	Jan 1987 Administrative Reissuance Incorporating through Change 3, February 23, 1996

	SECNAV Manual
	M-5510.30
	DoN Personnel Security Program
	June 2006

	DoD Manual
	5220.22-M
	DoD National Industrial Security Program
	28 Feb 2006

	DoD Manual 
	8570.01-M
	Information Assurance (IA) Training, Certification and Workforce Management
	19 Dec 2005
 Incorporating Change 4, 11/10/2015

	SECNAVINST
	5510.30B
	Department of the Navy (DoN) Personnel Security Program (PSP) Instruction
	6 Oct 2006

	OPNAVINST
	N9210.3
	Safeguarding of Naval Nuclear Propulsion Information (NNPI)
	7 Jun 2010

	SECNAVINST
	5239.3B
	Department of the Navy Information Assurance (IA) Policy
	17 Jun 2009

	SPAWAR INST
	4210.1
	Technical Standards Policy for Naval Systems Command
	11 Mar 2015

	ASD Memo
	
	Disposition of Unclassified DoD Computer Hard Drives

	4 Jun 2001

	CYBERCOM
	CTO 10-084
	USB Flash Media/Thumb drive devices are prohibited in DoD.
	2010

	NIST PUB 140-2
	140-2
	Security Requirements for Cryptographic Modules
	15 Nov 2001



5.0 HARDWARE AND SOFTWARE INTERFACE REQUIREMENTS
5.1 The Contractor shall provide platforms (host/server) inclusive of supporting the Operating System(s) (OS) as detailed in Table 5.0.  The OS is not a deliverable item.
5.2 The Contractor shall provide interfaces required to connect/communicate to the Platform/OS and the storage platforms (see Table 5.0).  The Contractor shall provide any software (where the software is a part of the item from the OEM (e.g., software on a commercial SAN/NAS that is required to communicate with the NAS (network attached storage) and/or the SAN (storage attached network).  The NAS and SAN must be able to interface via the interface requirements defined in Table 5.0 below.  

TABLE 5.0
	Platform
	Must be capable of Hosting these Operating Systems
	Interfaces

	x-86 CPU
	Windows Server, Red Hat Enterprise Linux, SUSE Linux Enterprise Server, Solaris, VMware vSphere Enterprise Plus.
	FC, FCoE, 10/40GbE

	Itanium CPU
	HP-UX
	FC, FCoE, 10/40GbE

	SPARC CPU
	Solaris
	FC, FCoE, 10/40GbE

	IBM AIX
	AIX
	FC, FCoE, 10/40GbE

	NAS 
	Must be Capable of interfacing with the above CPU’s
	FC, FCoE, 10/40GbE

	SAN 
	Must be Capable of interfacing with the above CPU’s
	FC, FCoE, 10/40GbE



6.0 PERFORMANCE REQUIREMENTS  
6.1 The Contractor shall provide CaaS in the form of Compute, Networking, and Storage hardware to be delivered in accordance with the SLAs to the locations identified in Table 3.0.  All Contractor provided CaaS hardware acquired and delivered to SPAWAR shall be either 1) new and not be identified as End of Life (EOL) by the Original Equipment Manufacturer (OEM) or 2) if existing hardware was de-provisioned by SPAWAR, it can be re-provisioned given it meets the current SLAs for the new requirement.  See Section 14.0 below for SLA.
6.2 The Contractor is responsible for the acquisition, installation (make ready for use), de-install, remove, transport, configure, including providing the necessary hardware to include, but not limited to, interfaces, interface hardware cards, cabinets/racks/cabling/cable management/power distribution units (PDU’s), circuit protection, un-interruptible power supplies (UPS), hardware maintenance, as well as delivery of the Capacity in the form of bare metal (no software requirements), and any modifications (e.g., Firmware) which must be applied due to a manufacturer’s flaw or security issue.  If requested by the Government and if the Contractor equipment will fit, the Contractor shall use Government furnished racks.  The Government will ensure the racks will only host the Contractor hardware.  See Attachment 3 for all power and rack details, if vendor is providing rack.
6.3 The hardware/Chipsets/operating environments requiring storage support for SPAWAR CaaS are defined in Table 5.0.
6.3.1 The Contractor shall 
· Provide CaaS for SPAWAR’s unclassified and classified networks, which will require CSWF Level II certified individuals along with a Secret clearance.  See Section 7, Information Assurance.
· Return all media (rotating, USB, Flash) type memory to the Government prior to devices bring taken off premise.
6.4 All Contractor-provided CaaS hardware shall be coordinated with the Government when excessing and/or removal from classified spaces, as defined above.
6.5 Storage Solutions and Capabilities.
6.5.1 The Contractor shall provide flexible, highly scalable solutions for:
6.5.1.1 Enterprise class storage solutions.  External controller based redundant array of independent disks (RAID) solutions that meet all of the following criteria:
· Use multi-controller architecture;
· Support 2TB or greater of cache;
· Support controller cache mirroring;
· Support heterogeneous data migration which is non-disruptive to ongoing operations;
· Support 32,000 Logical Unit Numbers (LUNs);
· Support active / active controllers with symmetric access to LUNs;
· Support 3-way replication of data;
· Support mainframe and open system architectures;
· Support fibre connectivity (FICON), fibre channel (FC) and fibre channel over Ethernet (FCoE) host connectivity;
· Support synchronous data replication internal to the array, point-in-time, and snap shot copies;
· Support space recovery reclamation; 
· Advanced redundant array of independent disks (RAID) capabilities (RAID 10, 5 (3+1), 5 (7+1), 6 (14+2), etc.)
· Support multi-tenancy (Multi-tenancy is the fundamental technology that is used to share IT resources cost-efficiently and securely), 
· Thin provisioning virtualization of storage resources to attached servers.  This includes a common storage “pool” and presenting logical storage capacity to a server while minimizing the physical storage resources consumed and allows for non-disruptive scaling (up and down) and reconfigurations.
· Support asynchronous data replication;
· Support synchronous data replication external to the array;
· Support automated multi-tiered life cycle management architecture that is configurable / tunable and has flexibility in its data protections options ;
· Support data erasure / shredding compliant with DoD 5220.22-M; 
· Encryption of data at rest that complies with the FIPS 140-2 standard;
· Support raw physical internal disk drives with capacities greater than 6PB;
· Support LUN sizes larger than 50TB;
· Support Dynamic tiering to lower or higher tiers of storage based on utilization; and
· Support active read/write mirroring of storage between separate arrays where both devices are being used at the same time.
6.5.1.2 Mid-range class storage solutions.  External controller based RAID solutions that meet all of the following criteria:
· Use dual controller or cluster architecture;
· Support UNIX, Windows, VMware, Linux operating systems;
· Support host connectivity as defined in Table 5.0;
· Advanced RAID capabilities (RAID 10, 5 (3+1), 5 (7+1), 6 (14+2), etc.);
· Support multi-tenancy;
· Support controller cache mirroring; 
· Virtualization of storage resources to attached servers.  This includes a common storage “pool” and presenting logical storage capacity to a server while minimizing the physical storage resources consumed and allows for non-disruptive scaling (up and down) and reconfigurations.
· Support synchronous data replication external to the array;
· Support asynchronous data replication;
· Support data erasure / shredding compliant with DoD 5220.22-M;
· Support synchronous data replication, point-in-time and snap shot copies; 
· Encryption of data at rest that complies with the FIPS 140-2 standard;
· Support mid-tier device that scales to a raw physical internal disk drives greater than 6PB;
· Support LUN sizes larger than 50TB;
· Support Dynamic tiering to lower or higher tiers of storage based on utilization; and
· Support active read/write mirroring of storage between separate arrays where both devices are being used at the same time.
6.5.1.3 Network attached storage (NAS) solutions.  NAS solutions that meet all of the following criteria:  
· Support UNIX, Windows, VMware, Linux operating systems;
· Support Network File System (NFS) and Common Internet File System (CIFS) protocols;
· Basic RAID (0, 1, 5) and Advanced RAID capabilities (RAID 10, 5 (3+1), 5 (7+1), etc.); Advanced RAID or node redundancy are acceptable.
· Support multi-tenancy and multiple VLANs; 
· Virtualization of storage resources to attached servers.  This includes a common storage “pool” and presenting logical storage capacity to a server while minimizing the physical storage resources consumed and allows for non-disruptive scaling (up and down) and reconfigurations.
· Scalable to more than 50 10 GbE NFS or CIFS capable ports.
· Support LUN size larger than 50TB.
· Mid-Range NAS Controllers/Heads
· NAS Solid State Disks
· NAS High Performance SAS Drives
· NAS High Capacity SAS Drives
· NAS High Capacity SATA Drives
· Software bundle of applications and utilities to support a wide array of functionality;
· Support asynchronous data replication;
· Support synchronous data replication, point-in-time and snap shot copies;
· Support data erasure / shredding compliant with DoD 5220.22-M; and
· Encryption of data at rest that complies with the FIPS 140-2 standard
· High Availability/Clustered Configurations for High-performance NAS Controllers/Heads
· NAS Solid State Disks
· NAS High Performance SAS Drives
· NAS High Capacity SAS Drives
· NAS High Capacity SATA Drives.
· Software bundle of applications and utilities to support a wide array of functionality.
· Support asynchronous data replication;
· Support synchronous data replication, point-in-time and snap shot copies;
· Support data erasure / shredding compliant with DoD 5220.22-M; and
· Encryption of data at rest that complies with the FIPS 140-2 standard
6.5.1.4 Provide storage solutions that include data de-duplication capabilities that support data replication, are scalable up and down and minimize downtime.   
6.5.2 The Contractor shall provide solutions that can be delivered, installed, implemented, scaled, reconfigured, and maintained throughout their life at an optimum level of performance according to the OEM best practices without service disruption.  Non-disruptive changes must include increases and decreases in computing, networking, storage, port capacity and firmware updates.  Capacity sizing is defined in terms of per raw terabyte (TB) of storage.
6.5.3 Provide solutions that support multi-tenancy.
6.5.4 Provide solutions that include all required ancillary components such as racks, cables, power cables, etc.   See Attachment 3 for rack and power details.
6.5.5 Provide solutions that are highly available (minimum of 99.999% exclusive of scheduled maintenance requirements for Enterprise class computing, networking, or storage, and 99.95% for all other orderable systems) and readily scalable to adjust to increases and decreases in required storage capability and prevent data loss in the event of component failure(s).  See Section 14.0, SLA, below.
6.5.6 Provide computing, networking, or storage area network (SAN) solutions that support common industry computing, networking, or storage networking protocols such as Fibre Channel, Fibre Channel over Ethernet, and Ethernet.  Provide solutions for storage switching requirements, priced on a per port basis.  
6.6 SAN Switching Services
· SAN Director Chassis with Redundant power supplies capable of supporting 4 or more Blades;
· Hardware and/or OEM software required to connect 4 or more SAN Director Chasses into a single network fabric;
· Printed Circuit boards with 48 or more SAN ports for installation in SAN Director Chasses capable of port speeds up toof at least  8Gbps; and support for 64 port 8Gbps, 48 port 16Gpbs blades.
· Storage Area Network Port on a Blade installed in a SAN Director;
· Storage Area Network Management Software (OEM) used for managing and monitoring Storage Area Networking devices (Directors, SAN Switches, et.al.); and
· Storage Area Network device with fixed number of SAN ports capable of speeds up to 16Gbps Additional Storage Capabilities.  
6.6.1 The Contractor shall provide solutions for archive data storage that provides compliance with DoD 5015.02 Records Management Directive.
6.6.2 The Contractor shall provide on premise capabilities including storage computing, networking, and a solution to store SPAWAR’s recovery backups and archival data.  This solution will encrypt data in ‘flight’ and at rest with FIPS 140-2 compliant encryption.  Solution shall include reporting and management interfaces for SPAWAR administrators to use in day-to-day operations.       
6.6.3 The Contractor shall provide solutions for multi-site enterprise scale backup/data protection and archiving.  Solution shall cover all related aspects of backup and data protection, including any OEM server software components and host agents.  Solution shall include centralized management capabilities, robust reporting features, and be easy to install and maintain.
6.6.4 The Contractor shall provide scalable, automated physical linear tape-open (LTO) tape solutions for specialized environments to include any OEM provided hardware and software required to make the solution complete.  
6.6.5 The Contractor shall provide solutions to allow for automated data tiering across different hardware devices for enterprise, mid-range, and bulk class storage offerings.  Solution shall support virtualizing storage locations so that changes to the data location are transparent to operating system and applications.
6.6.6 The Contractor shall provide solutions for continuous data protection.  Solution shall also include ability to configure restoration of data.  See Section 14.0 for the SLAs.  Solution shall provide capability to restore locally and remotely.  Solution shall provide method to reduce bandwidth of replicated data.
6.7 Fibre Channel Services.  Device to allow for the extension of Storage Area Networks over distance including any OEM tools required to manage this device shall also be included.
6.8 Tape Services
6.8.1 Enterprise
· Tape Management Software for managing Tape Library
· LTO7 Tape Drives
· Tape Cartridge slot in an Enterprise Tape Library where a tape is stored.
· Support greater than 12,000 slots in one library
6.8.2 Mid-Tier
· Tape Management Software for managing Tape Library.
· LTO7 Tape Drives
· Tape Cartridge slot in a Mid-Tier Tape Library where a tape is stored.
6.8.3 Entry Level
· LTO7 Tape Drives
· Tape Cartridge slot in an Entry-Level Tape Library where a tape is stored.
6.9 Compute Services.  See Table 5.0.  All Compute services capacity shall have as a minimum:
· Minimum 64GB mirrored SSD for booting and hosting virtualization software;
· Minimum 1 x Quad port gigabit Ethernet PCIe NIC card, in addition to on-board Ethernet ports on the server model, for network connectivity and remote management;
· Minimum 1 x Dual port 8 Gb fibre channel Host Bus Adapter (HBA), OR 1 x Dual port minimum 10GBE NIC, for connecting to SAN/NAS storage systems; and
· Minimum connections for each blade and/or rack server network interfaces to support three physically isolated network fabrics (Storage, Management, and Public).
6.9.1 Small Capacity
· 2 x 8 core CPUs;
· 16 gigabytes of memory; 
6.9.2 Medium Capacity
· 2 x 8 core CPUs; 
· 32 gigabytes of memory; 
6.9.3 Large Capacity
· 2 x 10 core CPUs; 
· 512 gigabytes of memory; 
6.9.4 Enterprise Capacity
· 4 x 18 core CPUs; 
· 1 TB of memory; 
6.10 Network Services
· Enterprise Director Class Switch Ethernet;  Enterprise Director Class port blades 100Basex 48 port blades 10/100 and 1/10GbE;
· Mid-Tier  48 Port 10/100 and 1/10GbE + 48 SFP+;
· Entry Level 24 port 10/100 and 1/10GbE + SFP+; 
· Ethernet Router 4-10/100/ and 1/10GbE ports;
· Additional RAM, ordered in 16GB increments;
· Quad port gigabit Ethernet PCIe NIC card; 
· Dual port with at least 8Gb fibre channel Host Bus Adapter (HBA) card;
· Dual port 10GBE PCIe NIC Card; and
· All storage devices or media shall be retained by the Government.  Media is defined as, but not limited to, Flash, SD, CF, or any other type of flash memory will be returned to the Government prior to device being taken off premise.
6.11 Supported Environments Interoperability.  Storage solutions shall be compatible and interoperable with Government Storage systems and Government systems shall be capable of connecting to the Contractor provided storage.  See Table 5.0 for compute chipsets and Attachment 1 for storage inventory.
6.11.1 Ensure all components are dual stack capable providing full interoperability support for both IPv4 and IPv6.  Criteria to be considered IPv6 capable are: conformance with the IPv6 standards profile contained in the DOD IT Standard Registry (DISR); maintaining interoperability in heterogeneous environments and with IPv4; and availability of contractor IPv6 technical support.
6.11.2 The Contractor will ensure all infrastructure components provided are capable of remote notification of failures or impending failures to the Government and the Contractor. 
6.12 Provisioning, Management, and Reporting Infrastructure 
6.12.1 The Contractor shall provide a centralized management solution to include provisioning infrastructure capabilities, hardware diagnostics, hardware monitoring, virtualization management, event logging, performance management or additional back office processes required to reside in the CaaS infrastructure to support the Contractor’s technical solution.  This requirement is intended to support management of the Contractor’s provided CaaS solution.  This solution will be required to scale in a way that will support SPAWAR’s storage environment and provide customizable, detailed reporting of infrastructure performance.  The Contractor shall provide a centralized management infrastructure.  The Contractor shall provide the ongoing solution as part of the award.  (CDRL A004)
6.12.1.1 Government personnel shall have command and control (use as the Government sees fit) on the Contractor provided solution.   The Contractor shall configure and provision their solution and provide an interface for the Government to manage the assets.  (CDRL A004)
6.13 Maintenance.  Provide all Preventative maintenance actions as required by the OEM, Predictive and Remedial Maintenance, on all equipment delivered as a part of this contract.  (CDRL A003)
6.13.1 Maintenance Response and Repair Time.
6.13.1.1 The Contractor shall provide an uptime of their service at a level not lower than 99.999% exclusive of scheduled maintenance.
6.13.1.2 The Contractor shall provide a 24x7x365 problem escalation/resolution support services.  See Section 14.0 for SLA.  
6.13.2 The Contractor shall never remove a disk drive from a Government facility.  All drives that are no longer usable (i.e., broken, out of life, too many bad-spots, etc.) shall be documented and signed by both the Contractor and the Contracting Officer’s Representative (COR), and then handed over to the Government (local site) for destruction and disposal.
6.13.3 The Contractor shall provide a CaaS solution that delivers a minimum of 99.999% availability for Enterprise class storage and 99.95% for all other orderable systems. 
6.13.4 Provide 24x7/365 problem escalation/resolution support for capacity management.  The Contractor shall provide a multi-level solution for response after being notified by the Government, to commence remedial maintenance for hardware required for the Contractor solution to operate.  All maintenance requirements are included in the “utility” pricing. 
6.13.5 Maintenance types.
6.13.5.1 Predictive Maintenance.  Contractor shall monitor equipment/component performance using Contractor defined guidelines and predictive analytics for the purpose of identifying whether equipment is operating in accordance with established specifications and to minimize downtime.  The Contractor shall, upon determining equipment/component is about to fail or is operating outside OEM specifications, initiate action to effect repair even though no call for remedial maintenance has been initiated by onsite Government POCs.
6.13.5.2 Remedial Maintenance.  Calls will be initiated by the Government POC to the Contractor’s trouble desk.  Contractor shall respond and repair, or when necessary, obtain required OEM support, in accordance with specification.  The Contractor shall complete remedial maintenance within the response and repair times required to meet the availability minimums defined in SLA’s, as outlined in Section 14.0 below.  Upon arrival on site, Contractor shall report to the Government POC.  
6.13.5.3 Preventive Maintenance.  Preventive maintenance shall be scheduled as agreed to by the managing site POC, local site support, and the Contractor.  This includes hardware, software and any other components required to make the Contractor solution operable.
6.13.5.4 The Contractor shall provide the preventative maintenance schedule in accordance with (IAW) the approved preventive maintenance schedule within 45 days after award for all equipment in use and the scheduled preventive maintenance monthly thereafter.  Preventive maintenance shall be scheduled outside of the normal business hours.  (CDRL A005)
6.13.5.5 If during the course of preventative maintenance, an equipment malfunction is identified, the Contractor shall report the malfunction to the site point of contact (POC).  The malfunction shall be corrected as a Remedial Maintenance Service and comply with response times.  See Section 14.0 for SLA. 
6.13.5.6 Remote Diagnostics.  Permanent recorded system errors must be immediately reported to the Government.  Storage systems will support built-in diagnostics with “phone home” type capabilities using HTTPS, SFTP, or SSH protocols.  The Contractor shall provide written confirmation that reports and remote diagnostics support for applicable equipment exist within 7 calendar days after reported errors.   The Contractor shall notify the Government of outages within one (1) hour of occurrence via telephone and email.  (CDRL A006)
6.13.5.7 There shall be a diagnostic system usable by the remote technician to guide and support the troubleshooting activity by onsite personnel.
6.13.5.8 The Contractor may be required to be available after hours, on weekends, and/or on holidays.  Support includes having a field engineer available on-site during a facility power upgrade, power failure, or move equipment within a facility.  See Section 6.20 “Engineering Services” below.  However, with respect to Power Up/Down, if the Power Up/Down is required as a part of the normal “Maintenance” requirement, as discussed in this Section 6.13 “Maintenance”, then the Power Up/Down shall not be considered a part of “Engineering Services” and the cost for this requirement shall be included in the utility pricing for the CaaS services, not for “Engineering Services.”  Furthermore, if there is an unanticipated power outage, the Contractor shall also provide Power Up/Down as a part of the utility pricing for the CaaS Service and it shall not be considered a part of “Engineering Services”.  The Contractor shall provide the power up/down for these events within 1 hour of the occurrence.
6.14 Performance and Availability.  The Contractor shall:
6.14.1 Provide solutions that are deployed and priced on a utility (“as used”) basis.  Capacity can be canceled at any time with no cancellation costs to the Government.  See Section 14.0 for SLA.  
6.14.2 Provide 24x7/365 problem escalation/resolution POCs, phone numbers, and escalation chart.  (CDRL A007)
6.15 Delivery, Installation and Configuration Support. 
6.15.1 The Contractor will acquire, install, uninstall, transport, provide the necessary hardware including, but not limited to, cabinets/racks/cabling, hardware maintenance, associated support software required for Contractor solution to operate, and services to support the storage infrastructure associated with the contract.  Normal equipment installations shall be accomplished during regular dayshift working hours (0600-1800 local time), Monday through Friday.  Under certain conditions, the Contractor may be required to perform an installation/update after normal duty hours, during evenings and weekends.  Although the Government will try to minimize this requirement, the Contractor must plan to work after hours, weekends, and or holidays for delivery and installation of new or updated orders.  
6.15.2 All installation and power-up configurations will be completed by the Contractor based upon Government approval.  The Government will perform final configuration, as required.
6.15.3 Provide current detailed technical documentation for all provided solutions.  Contractor solution shall include a document repository that is remotely accessible.  The Contractor shall manage and maintain the solution outside of Government facilities.  The Contractor shall provide methodology for providing SPAWAR personnel with access to technical documentation for all CaaS services provided in the Contractor’s solution and utility pricing.  Provide in-depth detailed technical training for all provided solutions (i.e., walk-throughs to demonstrate how equipment is installed and connected with detailed descriptions and diagrams), as needed, upon installation of new equipment.  (CDRL A008).  
6.16 Ordering/Payment Process.
6.16.1 The Contractor shall provide an ordering process to effectively manage the introduction or termination of technology, as well as changes to current and existing capacity offerings.  (CDRL A009).
6.16.2 The Contractor shall provide standard operating procedures to support the Order Management System to include, but not limited to the following:  management of new or first time orders, managing both deliveries and lost deliveries, billing processes, complying with quality assurance reviews and effectively balancing/managing inventories with orders.  (CDRL A010)
6.16.3 On a regular basis, the Government may have a requirement for new/revised IT products which shall require the Contractor to respond in 21 business days or less to meet Government mission requirements. 
6.16.3.1 The Contractor has 3 business days to validate an order for accuracy.  Once the Contractor validates an order for accuracy, the hardware shall be delivered within 30 calendar days or less.  See Section 14.0 for SLA.  
6.16.4 Order Management System.  Contractor will provide a secure and/or CAC-enabled web-based, Order Management System.  If the system runs within a SPAWAR facility, the system must be CAC- authenticated and must adhere to SPAWAR security guidelines.  This system will be accessible to SPAWAR to track orders (including cancellations, additions, and changes) and financial data associated with each SPAWAR Delivery Order.  Please note that SPAWAR shall issue Delivery Orders (outside of the Contractor’s Order Management System) for any service requirements contained in the PWS.  The information contained in the Delivery Orders shall then be utilized by the Contractor to capture the relevant information into the Contractor’s Order Management System for tracking those Delivery Orders in accordance with this PWS.
6.16.4.1 The Contractor Order Management System shall include the ability to cancel existing equipment/workload and remove capacity services from the SPAWAR site.  
6.16.4.2 The Delivery Orders shall contain the following information:  
· SPAWAR order number, order date, 
· SPAWAR project code, customer, 
· CLIN/SLIN with description, 
· Quantity,
· NIPR/SIPR designation, 
· Project type (Net Work Activity(NWA)/Work Breakdown Structure(WBS), project name(s), 
· Mission Assurance Category (MAC) level, 
· Delivery site, 
· Reviewed-by
6.16.4.3 The Order Management System must be able to handle the complete order process to include, but not limited to the following: ordering, order validations, Receipt, Acceptance, financial tracking, and Contractor asset management, throughout the life of the contract.  This system will include fields for tracking orders and assigning SPAWAR internal tracking numbers, order status.  (CDRL A010).
6.16.4.4 The Order Management System must track equipment moves to include the equipment moved, date/s of move/s, which site equipment moved from, and which site equipment moved to. (CDRL A010).
6.16.4.5 The Order Management System will contain no more than two decimal places in the financial data. (CDRL A010).
6.17 Acceptance.  The acceptance of services will be performed by the Government upon verification of ready for use within five (5) business days.  The acceptance will start the billing cycle for this service.  The official acceptance documentation will be provided by the Government.
6.17.1 Deactivation.  Billing will stop within 3 working days of the deactivation notice, not removal of the equipment from the Government site.  See Section 14.0 for SLA.  
6.18 Moving.  Movement is defined as the transfer of equipment within the same Government site.  This could be as a result of a data center reconfiguration, power outage, HVAC outage, power upgrades, shifting from one phase to another phase, hot/cold isle reconfigurations, and/or natural disaster.   See Section 6.20 for Engineering Services.
6.19 Invoice Creation and Billing Cycle.
6.19.1 Contractor will provide solutions to create invoices directly from order data and does not require the collection, manipulation, or review of utilization data.  Contractor will create the invoice directly from data provided by SPAWAR in its “contract order,” augmented by the “Acceptance” and “Deactivation” date that begins daily charges (increases and decreases) for the resources ordered and provisioned.  Contractor will employ a monthly billing cycle with 28/29/30/31 days per month.  At the end of a month, the order processing system is queried to display a draft invoice based on: 
1. Orders that remained in service the entire month with no changes; 
2. Orders placed in service during the month; and 
3. Orders implemented during the month that reduced or canceled services. 
6.19.2 Each SLIN represents one orderable item.  A SLIN order may be ordered and a SLIN order may be canceled.  Each SLIN is independent and not included in a bundle.
6.20 Engineering Services:  The Contractor shall provide Engineering Services, on an as needed basis, to Move, Reconfigure, and/or for planned Power Ups/Downs.  There is an “Engineering Services” CLIN to support this requirement in the contract.  The Contracting Officer and the Contractor will negotiate a firm fixed price prior to the COR authorizing each and every Engineering Services task.  The Contractor shall not initiate any Engineering Service tasks without express authorization from the COR or the Contracting Officer.
· Move – The Contractor shall provide the service to move their provided equipment from one location (existing) to another location either local within a data center or to another geographically separated data center.  As a part of this service, the Contractor shall also power up/down their current equipment.
· Reconfigure – The Contractor shall provide a service to reconfigure their current equipment to accommodate the Government’s requirement to either better manage its’ electrical, space, or HVAC data center environment.  As a part of this service, the Contractor shall also power up/down the equipment.
· Power Up/Down – The Contractor shall provide a service to power up their current equipment as a result of an anticipated power outage or upgrade.  

6.20.1  	As mentioned above, the Engineering Services tasks are required on an as needed basis to meet the needs of the Government.  The labor categories will be divided into five levels depending upon the level of support required.   See Attachment 5, Engineering Services.  The labor categories will be used for performing services that will require a Firm-Fixed Price effort with a detailed agreement with the Government on the scope of work.  After contract award, all requirements must be staffed through the Contractor and the Government Contracting Officer.  Any contractual requirement obtained via another source (i.e., sales) will not be addressed.  Engineering Services is a specified requirement needed by the Government (see Section 6.20 above) and does not include predictive, remedial, or preventative maintenance for hardware, software, racks, or release management.  Engineering Services will be priced on a firm fixed price basis, using the negotiated fully burdened rates as the foundation for the negotiations. 
6.21 Meeting Requirements.  See Attachment 4.
6.21.1 Contract Kickoff Meeting.  The Government and Contractor will have a contract kick-off meeting.  This will occur shortly after award of the contract.  The site will be held in San Diego at the Contractor site or SPAWAR HQ.  The purpose of the meeting is to review the requirements and processes of the contract.  (CDRL A012).
6.21.2 Quarterly Review Meetings.  Government and Contractor will have semi-annual program meetings.  The meeting site and forum will be held in San Diego at the Contractor site or SPAWAR HQ.  The meeting will be held to review program status documenting accomplishments and significant challenges or risks encountered pertaining to the delivery and performance of the service.  The Contractor shall include all costs associated with meeting attendance and reporting in the proposed utility prices.  The Contractor shall prepare a report summarizing the meeting within five workdays after completion.  (CDRL A002).  
6.21.3 Additional Meetings/Teleconferences.  Additional meetings and teleconferences may be required based on issues that need to be addressed.  The time will be mutually agreed upon.  
6.22 Reporting Requirements.  Contractor shall provide the following reports on Tuesday of each week.   Costs for these reports will be included in the utility prices. 
6.22.1 Weekly Inventory Report.  Report must include the following:  contract number, order numbers, hardware makes and models, serial numbers, configuration components (cabinets, disk numbers, sizes and speeds, ports, slots, transports, etc.), total capacity allocated and billing, microcode versions, physical locations, (to include: site location, floor tile location, etc.), environment (SIPR/NIPR) order dates, installation dates, and acceptance dates.  (CDRL A001).
6.22.2 Weekly Order Summary.  Report must include (but is not limited to) the following:  Order number, order received, valid order date, order line number, CLIN, SLIN, description, customer, project, quantity, delivery location, make, model, SPAWAR requestor, technical POC, base price, extended price, SPAWAR billing information (Resource Pools, BAN, K-Codes, etc.), estimated ship date, actual ship date, estimated delivery date, actual delivery, estimated install date, actual install, actual provision date, acceptance date, order status, and description.  (CDRL A001).
6.22.3 Weekly Incident Summary.  Report must include, but not be limited to the following:  description of incident, hardware makes and models, serial numbers, physical locations, to include site location, floor tile location, etc., environment (SIPR/NIPR), date and time of incident, date and time of resolution, summary of action taken to resolve.  (CDRL A001).  Additionally, Contractor shall provide a weekly Contract Funds Status Report per CDRL A001.
6.22.4 Ad Hoc Reports mutually agreed upon by Government and Contractor.  (CDRL A011).
6.22.5 The Contractor shall be liable for loss of or damage to supplies as long as the Contractor holds title to the supplies furnished under this service contract.  This liability shall not apply when the loss or damage is caused by the negligence of officers, agents, or employees of the Government acting within the scope of their authority.  
7.0 INFORMATION ASSURANCE FOR CONTRACTOR PERSONNEL
7.1.1 All systems, components and/or writeable media being removed from the site (i.e., tapes, hard drives, mass storage devices, flash (SD cards, Card Flash (CF), or any other type of flash memory), etc.) will be retained by the Government for destruction in accordance with DoD and SPAWAR Security guidance.   
7.1.2 IAW DoD CYBERCOM USB Flash Media Communication Tasking Order (CTO) 10-084, USB Flash Media/Thumb drive devices are prohibited in DoD.  Contractors are prohibited from such use; therefore, Contractor must ensure that USB Flash Media/Thumb drive devices are not required for any operations of this requirement. 
7.1.3 Personnel under this contract may have maintenance responsibilities for access to systems with a relatively high risk for causing damage to Government facilities, systems and/or data if compromised.  All personnel performing on this contract must be a U.S. citizen and a have a minimum of a Secret clearance and an IT position sensitivity of IT-I and maintain their certifications IAW DoD 8570.01-M (Change 4) Information Assurance Workforce Improvement Program.  The minimum investigation required is a Single Scope Background Investigation (SSBI).  The Contractor shall have certified personnel available to provide services on this contract within 21 working days of contract award.
7.1.4 The Contractor shall provide individuals working on this contract with IT-1 security clearances that have and SSBI/Secret eligibility and shall maintain their certifications IAW DoD 8570.01-M (Change 4) Information Assurance Workforce Improvement Program.  This requirement applies to all individuals that access, configure, and/or manage any equipment destined for delivery to the US Government via this contract vehicle.
7.1.5 The Contractor employee shall be in the Joint Personnel Adjudication System (JPAS) prior to submitting a Visit Authorization Letter (VAL) to the SPAWAR Security Office (see section 7.1.12).  The Government will verify the security clearance eligibility.  The Contracting Officer Representative (COR) will verify level of access based on the Visitor Access Requests (VARs).
7.1.6 The Contractor shall ensure that personnel accessing information systems have the proper and current information assurance certifications to perform information assurance functions in accordance with DoD Manual 8570.01-M (Change 4), Information Assurance Workforce Improvement Program.
7.1.7 Foreign Nationals will not be authorized access to any SPAWAR Computing Service sites.      
7.1.8 The Contractor shall coordinate with the data center manager for all access to SPAWAR data centers. 
7.1.9 Visit Authorization Letters (VAL).  The Contractor shall coordinate with the COR on all Visit Authorization Letters.     
7.1.10 Visit Access Requests (VAR).  The Contractor Facility Security Officer (FSO) will forward requests for facility visits directly to the SPAWAR Visit Access Request (VAR) Center via the Joint Personnel Adjudication System (JPAS) using security management office (SMO) Code:  See Table 3.0.  
7.1.11 The VAL shall be on company letterhead or pre-fabricated form and contain the following information: 

a) Contract number with start and end dates
b) Company point of contact (POC) and telephone number
c) Government Sponsor name and telephone number
d) Complete legal name of employee(s)
e) Citizenship of the individual
f) Individual’s e-mail address
g) Security Clearance level, date granted
h) Adjudication facility name, i.e. DISCO
i) Type of personnel security investigation (PSI) pending or completed
j) Date PSI completed

SPAWAR Security Personnel can be contacted for security related questions as follows:
For Industrial Security related issues:  
Primary:  Ben Rosado
SPAWAR Industrial Security Program Manager
Voice: (858) 537-8898 
E-mail: ben.rosado@navy.mil

SPAWAR Systems Command 
ATTN:  8.3.3, Industrial Security
4301 Pacific Hwy.
San Diego, CA 92110

For Personnel Security related issues to include interim IT access requests:
Primary:  Chad Preim
Phone:  (619) 553-3209
Regular Mail: chad.preim@navy.mil

SPAWAR Systems Command
Attn: 8.3.3.1.0
53560 Hull Street
San Diego, CA 92152

FEDEX or UPS:

SPAWAR
Attn: 8.3.3.1.0
53560 Hull Street
San Diego, CA 92152

7.1.12 Contractor personnel must comply with local security requirements for entry and exit control for personnel and property at the Government facility. 
7.1.13 Contractor employees will be required to comply with all Government security regulations and requirements.  Initial and periodic security training and briefings will be provided by Government security personnel.  Failure to comply with security requirements can be cause to deny access to SPAWAR facilities.
7.1.14 The Contractor shall observe and comply with the security provisions in effect at the DoD facility.  Identification shall be worn and displayed as required.
7.1.15 SPAWAR retains the right to request removal of Contractor personnel regardless of prior clearance or adjudication status, whose actions, while assigned to this contract, clearly conflict with the interest of the Government.  The reason for removal will be fully documented in writing by the COR and endorsed by the PCO. 


8.0  TRANSITION STRATEGY
8.1 Within two weeks after contract award, the Contractor shall deliver CDRL A013 to describe the Contractor’s plan to onboard the equipment to meet the capacity requirements of the first Delivery Order (DO).  The first DO is intended to meet the minimum quantity for this contract, but may be for more than the minimum quantity.  If the first delivery order issued is for more than the minimum quantity, then the Contractor shall describe the plan to meet the capacity requirements of the first Delivery Order.  The first Delivery Order shall be issued at the time of contract award.  The requirements for the minimum quantity shall be detailed in Sections L and M and will be evaluated as part of the Source Selection Process.
8.2 Three months prior to the end of the contract’s period of performance, the Contractor shall report status of all deliverables and work in progress.  The Contractor shall submit a Transition Report (CDRL A014) and provide any draft documentation and supporting documentation to support work in progress to ensure a smooth transition of services either back to the Government or to the incoming new Vendor on the follow-on contract.  The Contractor shall work with the COR to turn in badges and facilitate appropriate transition activities.  The Contractor shall assume full responsibility for the turnover of work in progress to ensure a smooth and seamless transition to the follow-on contract.
9.0 MAINTENANCE AND SERVICE 
9.1 Technical Assistance.  The Contractor is authorized to invoice only for the amount authorized by order.
10.0  DELIVERY ORDER TYPE: Firm Fixed Price (FFP).
11.0 PLACE OF PERFORMANCE.  See Table 3.0. 
12.0  PERIOD OF PERFORMANCE. This contract contains one (1) 5-year Base Period and two (2) 1-year Option Periods. 


13.0  DELIVERABLES
	CDRL #
	Deliverable
	Frequency
	Task

	A001
	Weekly Status Report (MSR) 
	WEEKLY
	PWS 6.22.1. 6.22.2, 6.22.3

	A002
	Quarterly Meeting
	QUARTERLY
	PWS 6.21.2

	A003
	Recommendations for Optimal Performance Report
	MONTHLY
	PWS 6.14

	A004
	Provide customizable, detailed reporting of infrastructure performance
	MONTHLY
	PWS 6.12.1, 6.12.1.1

	A005
	Preventive Maintenance Schedule
	MONTHLY
	PWS 6.13.5.4

	A006
	Remote Diagnostics
	MONTHLY
	PWS 6.13.5.6

	A007
	Escalation Resolution POC report
	MONTHLY
	PWS 6.14.2

	A008
	Training Plan and Onsite Training
	AS REQUIRED
	PWS 6.15.3

	A009
	Ordering Process
	2 weeks after contract award
	PWS 6.16.1

	A010
	Ordering Management System
	2 weeks after contract award
	PWS 6.16.2, 6.16.4.3, 6.16.4.4, 6.16.4.5

	A011
	Adhoc Reports
	AS REQUIRED
	PWS 6.22.4

	A012
	Kick-off Meeting
	2 weeks after contract award
	PWS 6.21.1

	A013
	On-boarding Transition Strategy
	2 weeks after contract award
	PWS 8.1

	A014
	Off-boarding Transition Strategy
	3 months before end of contract
	PWS 8.2


14.0   SERVICE LEVEL AGREEMENT (SLA)

	SLA Delivery
	Performance   Measurement
	Monitoring
Performance
	Uptime
	Minimum
Acceptable

	New Order Delivery and Ready for Use
	21 business days from Order Acceptance.
	Contractor status reporting and Government Validation
	N/A
	No Deviation

	Add Compute Capacity
	5 business days
	Contractor status reporting and Government Validation
	N/A
	No Deviation

	Add Network Capacity
	5 business days
	Contractor status reporting and Government Validation
	N/A
	No Deviation

	Add Storage Frame
	21 business days from Order Acceptance.
	Contractor status reporting and Government Validation
	N/A
	No Deviation

	Add Storage Capacity
	5 business days
	Contractor status reporting and Government Validation
	N/A
	No Deviation

	Activate Existing Capacity
	8 hours if unused capacity exists.
	Contractor status reporting and Government Validation
	N/A
	No Deviation

	De-activate Capacity
	3 business days to discontinue billing.
	Contractor status reporting and Government Validation
	N/A
	No Deviation

	Enterprise Class Storage
	99.999% Uptime
	Contractor status reporting and Government Validation
	99.999%
	No Deviation -excludes scheduled maintenance

	Non-Enterprise Class Storage
	99.95% Uptime
	Contractor status reporting and Government Validation
	99.95%
	No Deviation -excludes scheduled maintenance

	Compute Service
	99.95% Uptime
	Contractor status reporting and Government Validation
	99.95%
	No Deviation -excludes scheduled maintenance

	Network Service
	99.95% Uptime
	Contractor status reporting and Government Validation
	99.95%
	No Deviation -excludes scheduled maintenance

	Unplanned Power Up/Down Response
	1 hour
	Contractor status reporting and Government Validation	
	99.999%
	No Deviation

	MAC 1 Response
	2 hours
	Contractor status reporting and Government Validation
	99.999%
	No Deviation

	MAC 1 Repair
	4 hours
	Contractor status reporting and Government Validation
	99.999%
	No Deviation

	MAC 2 Response
	4 hours
	Contractor status reporting and Government Validation
	99.999%
	No Deviation

	MAC 2 Repair
	8 hours
	Contractor status reporting and Government Validation
	99.999%
	No Deviation

	MAC 3 Response
	8 hours
	Contractor status reporting and Government Validation
	99.95%
	No Deviation

	MAC 3 Repair
	Next Business Day
	Contractor status reporting and Government Validation
	99.95%
	No Deviation



15.0  OTHER PERTINENT INFORMATION OR SPECIAL CONSIDERATIONS
15.1.1 SPAWAR will provide floor space, power, HVAC, and UPS connections as required for any equipment the Contractor is installing as a result of this contract. 
16.0  HOURS OF OPERATION
16.1.1 After Hours: After Hours are defined as 1800-0600 (local time), weekends and holidays.
16.1.2 Normal Business Hours:  Normal Business Hours are defined as 0600-1800 (local time). 



ATTACHMENT 1 – STORAGE INVENTORY

	Manufacturer
	Description

	Dell
	Equal Logic PSM4110

	Dell
	Equal Logic PS6210

	EMC
	CX4

	EMC
	DMX3

	EMC
	DMX4

	EMC
	VNS500

	EMC
	VNX 7500

	NETAPP
	8000




ATTACHMENT 2 – ENTERPRISE MANAGEMENT SOLUTIONS

1. Dell SAN HQ
2. Zenoss open source monitoring
3. VCOPS (VMware operations management)
4. Solarwinds
5. Nagios
6. EMC Unisphere









ATTACHMENT 3 – FACILITIES RACK AND POWER DETAILS

Rack Heat Output Limitations:
· The maximum heat and power density per standard rack (24”x48”) for normal density is <6kW for high density is <12KW.  This reference specifies actual operational load.  Loads in excess of this standard can be distributed into additional racks.

Rack Physical Criteria / Dimensions:
· Racks to be supplied or installed shall meet the physical dimensional requirements stated herein based on life safety code requirements, national fire protection code requirements, and the facility cooling arrangements. 
· WIDTH – 24” / 60.96cm MAXIMUM (to fit directly on 2’ floor grid) 
· Some racks may be 30” models ordered for special purposes only. Double-depth or double-width racks are not acceptable. 
· DEPTH – 42” / 106.68cm MINIMUM external depth, 48” / 121.92cm MAXIMUM external depth. Racks that are shallower do not have sufficient space to install IT equipment, power distribution, and data-communications cabling while maintaining hot air exhaust pathways. 
· HEIGHT – 78.4” / 199.1cm MAXIMUM (to fit underneath 2m doorways for installation). 
· Racks shall provide a minimum of 42RU of rack space. One RU (rack unit, aka U) is an industry-standard 1.75” vertical space for mounting equipment. 
 
Rack Construction, Parts & Assembly:
· Side panels shall be solid and removable, with locks. There shall be no ventilation on the side panels. 
· Doors shall be perforated metal, secure latching doors with key lock, and reversible positioning for left / right hinging. 
· Racks shall not be supplied or installed with solid or Plexiglas doors (inhibiting airflow) or non-removable tops (future cabling connections). 
· Top panels shall be removable and solid with knockouts or holes for cable management. No shipping feet authorized.
· All racks must be outfitted or retrofitted with blanking panels between equipment loads for proper airflow distribution. 
· No racks shall be installed with rack-mounted UPS.
· All racks shall have wire management equipment to direct power and data-communications cabling to the rear edges/rear corner posts of the racks. This promotes proper airflow front-to-rear through the majority of IT equipment.

IT Equipment:
· Any equipment that is single corded or has an odd number of power supplies will require special support, i.e. an Automatic Transfer Switch (ATS) to be installed to allow for redundant power. 

Rack Installation & Layout: 
· Individual racks supporting IT equipment shall be placed side-by-side, not bayed/connected (baying racks allows airflow to bypass IT equipment intakes). Only racks designated as network distribution points may be interconnected; interconnected racks shall be specified separately and shall be delivered with appropriate baying hardware. 
· As noted in Section 6.2 above, If requested by the Government, the Contractor shall use Government furnished racks if the Contractor equipment will fit and the Government will ensure the racks will only host the Contractor hardware.

Available Power:
· 110v and 220v 3-phase; 208v (3 phase, 20 Amp) capability.

ATTACHMENT 4 - REPORTS and MEETINGS
The Contractor shall provide a monthly/quarterly Technical status report:
· Results, positive or negative, obtained related to previously identified problem areas, with conclusions, and recommendations,
· Problem areas, if any, affecting technical or scheduling elements, with background and any recommendations for solutions,
· Problem areas, if any, affecting cost elements, with background and any recommendations for solutions,
· Plans for activities during the following reporting period,
· Name and telephone number of preparer of the report,
· Name of Contractor’s staff assigned to Delivery Order, number of hours worked during reporting period.
The Contractor shall provide a monthly/quarterly Financial Status Report:
· Current and cumulative compute costs,
· Current and cumulative storage costs by Tier,
· Current and cumulative network costs,
· Current and cumulative support costs,
· Total cumulative cost for the Delivery Order and balance of funds remaining.
The Contractor shall provide available documentation (systems documentation for operators and other technical support specialists) for all services as applicable.


ATTACHMENT 5 – ENGINEERING SERVICES – LABOR CATEGORIES

Administration/Clerical – Journeyman 

Possesses and applies expertise on multiple complex work assignments.  Assignments may be broad in nature, requiring originality and innovation in determining how to accomplish tasks.  Operates with appreciable latitude in developing methodology and presenting solutions to problems.  Contributes to deliverables and performance metrics, where applicable.			
· Responsible for developing, drafting, writing and editing reports, briefs, proposals, and other documents in support of a client’s requirements.
· Interfaces with personnel to coordinate meetings, maintain logs, records and files, provides end-user support, and performs general administrative duties.
· Assists in budgetary, billing, and financial management.  
· Responsible for preparing and/or maintaining systems, programming and operations documentation, procedures and methods, including user reference manuals.  
Must be able to hold a secret security clearance with a Single Source Background Investigation (SSBI).

Applications Systems Analyst – Journeyman

Possesses and applies expertise on multiple complex work assignments.  Assignments may be broad in nature, requiring originality and innovation in determining how to accomplish tasks.  Operates with appreciable latitude in developing methodology and presenting solutions to problems.  Contributes to deliverables and performance metrics, where applicable.	
· Formulates/defines system scope and objectives. 
· Devises or modifies procedures to solve complex problems considering computer equipment capacity and limitations, operating time, and form of desired results. Must possess excellent written and verbal communication skills and be capable of independently resolving frequent customer issues and complaints.
· Prepares detailed specifications for programs.  Assists in the design, development, testing, implementation, and documentation of new software and enhancements of existing applications.
· Works with project managers, developers, and end users to ensure application designs meet business requirements.
· Formulates/defines specifications for complex operating software programming applications or modifies/maintains complex existing applications using engineering releases and utilities from the manufacturer. 
· Designs, codes, tests, debugs, and documents those programs.  Must possess advanced specialized knowledge of Windows operating systems, file permissions and inheritance, Windows group policy, roaming profiles and folder redirection, Active Directory management, client computing platforms, enterprise system deployment and management methodologies, financial industry specific applications, printer and multifunction device maintenance, office productivity and collaboration software, and other client-side applications.
· Provides overall operating system, such as sophisticated file maintenance routines, large telecommunications networks, computer accounting, and advanced mathematical/scientific software packages. Must possess an understanding of Linux operating systems, Cisco and Juniper network infrastructures, software development and implementation, and telecommunications.
· Assists all phases of software systems programming applications.  Must possess a working knowledge of virtualization infrastructure, industry standard database and messaging systems, storage systems, backup and replication technology, and enterprise security practices.  
· Evaluates new and existing software products. 
Must be able to hold a secret security clearance with a Single Source Background Investigation (SSBI).

Education: Associate’s degree in a Computer Science related field.  Microsoft Certified Systems Administrator certification desired.  Linux/RedHat System Administrator certification desired.  Education can be substituted with four years commensurate enterprise experience implementing and supporting enterprise information technology infrastructure.

Experience:  Minimum of four years implementing and supporting enterprise information technology infrastructure.
Applications Systems Analyst – Senior

Possesses and applies a comprehensive knowledge across key tasks and high impact assignments.  Plans and leads major technology assignments.  Evaluates performance results and recommends major changes affecting short-term project growth and success.  Functions as a technical expert across multiple project assignments.  May supervise others.
· Formulates/defines system scope and objectives. 
· Devises or modifies procedures to solve complex problems considering computer equipment capacity and limitations, operating time, and form of desired results. Installs, maintains and upgrades internal computer hardware, firmware and software systems.  Experience with various server applications (SQL, IIS, etc.).
· Prepares detailed specifications for programs.  Assists in the design, development, testing, implementation, and documentation of new software and enhancements of existing applications.  Experience with Citrix Presentation Server/XenApp at the client and network level.
· Works with project managers, developers, and end users to ensure application designs meet business requirements.  Troubleshoots, diagnoses and resolves network/server issues
· Formulates/defines specifications for complex operating software programming applications or modifies/maintains complex existing applications using engineering releases and utilities from the manufacturer.  Provides overall operating system, such as sophisticated file maintenance routines, large telecommunications networks, computer accounting, and advanced mathematical/scientific software packages.
· Provides overall operating system, such as sophisticated file maintenance routines, large telecommunications networks, computer accounting, and advanced mathematical/scientific software packages. 
· Must be able to hold a secret security clearance with a Single Source Background Investigation (SSBI).

Education:  Bachelor's degree in technical discipline or related field.  Education can be substituted with six years commensurate enterprise experience implementing and supporting enterprise information technology infrastructure.  
· Windows certification is highly desired.
· Linux/RedHat certification is highly desired.

Network Specialist – Senior

Possesses and applies a comprehensive knowledge across key tasks and high impact assignments. Plans and leads major technology assignments.  Evaluates performance results and recommends major changes affecting short-term project growth and success.  Functions as a technical expert across multiple project assignments.  May supervise others.
· Provides technical guidance for directing and monitoring information systems operations. Designs, builds, and implements network systems.  
· Directs compilation of records and reports concerning network operations and maintenance.  Troubleshoots network performance issues.  Analyzes network traffic and provides capacity planning solutions. 
· Monitors and responds to complex technical control facility hardware and software problems. Interfaces with vendor support service groups to ensure proper escalation during outages or periods of degraded system performance. 
· Manages the purchase, testing, installation, and support of network communications, including LAN/MAN/WAN systems.
· Performs system-level design and configuration of products including determination of hardware, OS, and other platform specifications.
· Plans large-scale systems projects through vendor comparison and cost studies.
· Performs a variety of systems engineering tasks and activities that are broad in nature and are concerned with major systems design, integration, and implementation, including personnel, hardware, software, budgetary, and support facilities and/or equipment.
· Provides quality assurance review and the evaluation of new and existing software products.
· Provides assistance and oversight for all information systems operations activities, including computer and telecommunications/communications operations, data entry, data control, LAN/MAN/WAN administration and operations support, operating systems programming, system security policy procedures, and/or web strategy and operations.  
· Provides input to policy level discussions regarding standards and budget constraints.  
· Supervises all personnel engaged in the operation and support of network facilities, including all communications equipment on various platforms in large scale or multi-shift operations.  
· Supervises complex operations that involve two or more additional functions such as, but not limited to, network operations, systems security, systems software support, and production support activities.
· Monitors and responds to hardware, software, and network problems. 
· Provides the routine testing and analysis of all elements of the network facilities (including power, software, communications machinery, lines, modems, and terminals). 
· Utilizes software and hardware tools and identifies and diagnoses complex problems and factors affecting network performance.
· Troubleshoots network systems when necessary and makes improvements to the network
Must be able to hold a secret security clearance with a Single Source Background Investigation (SSBI).

Education:  Bachelor's degree in technical discipline or related field.  Education can be substituted with six years commensurate enterprise experience implementing and supporting enterprise information technology infrastructure.

Subject Matter Expert  -  Journeyman
· Technologists with the knowledge of how to move a server, storage device, network or a complete data center by providing disconnect, pack/label, move, re-install/connect servers, and to troubleshoot Serves as subject matter expert, possessing in-depth knowledge of a particular area, such as business, computer science, engineering, mathematics, or the various sciences.
· Provides technical knowledge and analysis of highly specialized applications and operational environments, high-level functional systems analysis, design, integration, documentation and implementation advice on exceptionally complex problems that need extensive knowledge of the subject matter for effective implementation.  
· Participates as needed in all phases of software development with emphasis on the planning, analysis, testing, integration, documentation, and presentation phases.  
· Applies principles, methods and knowledge of the functional area of capability to specific task order requirements, advanced mathematical principles and methods to exceptionally difficult and narrowly defined technical problems in engineering and other scientific applications to arrive at automated solutions.  
Must be able to hold a secret security clearance with a Single Source Background Investigation (SSBI).

Education:  Bachelor's degree in technical discipline or related field.  Education can be substituted with six years commensurate enterprise experience implementing and supporting enterprise information technology infrastructure.
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