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Technology Refresh is the periodic replacement of NGEN HW, SW, and assigned non-IT assets [e.g., electrical panels and Heating, Ventilation, and Air Conditioning (HVAC)] to avoid obsolescence and loss of Original Equipment Manufacturer (OEM) support, improve reliability and availability, reduce the TOC, and remain current with Government security requirements and industry IT standards.  Technology Refresh includes technology insertion.  

Modernization consists of proposing, planning, testing, and implementing new technologies to maintain current capabilities and performance at lower cost or provide improved capabilities and performance at the same cost.  

The Government’s desire is to integrate key modernization initiatives with technology refresh activities.  

The Technology Refresh and Modernization objectives are: 
a. Technology replacement or modernization of systems with those that represent commercial best practice technologies based on Contractor recommended and Government approved plans.
b. Replacement of NGEN infrastructure that has reached End-of-Life (EOL) or End-of-Support (EOS), per Table 3.3-1: NGEN Useful Life of Assets.  
c. Incorporation of additional capacity based on projected demand requirements (e.g., storage).
d. Incorporation of innovative technology to reduce Total Ownership Cost (TOC) and increase performance.
e. Integration of DoD or DON mandates, including alignment with DISA Unified Capabilities Requirements (UCR) 2008, Change 3.
f. Enhance situational awareness in support of network C2.
g. Improve security posture to threats and vulnerabilities. 

For the assigned services and systems, the Contractors shall:
a. Develop and update the semi-annual TRPs in collaboration with the Government. (CDRL A027 – Technology Refresh Plan) 
i. Provide a summary of the long-term and short-term technology refresh and modernization strategy.
ii. Integrate the following mandatory elements into the TRP:
a) Replacement of high failure items (including systemic replacement). 
b) Replacement of outdated and non-compliant SW.
c) Replacement of HW with demonstrated reliability issues.
d) Replacement of HW and non-IT assets that have reached End-of-Life (EOL) or End-of-Support (EOS). 
e) Replacement of or upgrades to systems and services with insufficient capacity or processing power to deliver required services.
f) Mitigation of emerging information security threats.
g) Upgrades to infrastructure necessary to support end user equipment. 
h) Upgrades to HW for end user equipment provided as a service.
i) Upgrades to Service Delivery and Management SW applications and tools, operating systems, sensors, and databases that support the delivery and management of network, computing, and security services.
j) The required modernization initiatives are:  
i. Multi-Protocol Label Switching (MPLS): Support intelligent packet-forwarding decisions to enable additional traffic engineering services.  The minimum MPLS requirements are:
a) Implement MPLS consistent with Defense Information System Network (DISN) Core MPLS and Quality of Service (QoS) capabilities provided at the DISA service delivery points in accordance with DISA Unified Capabilities Requirements (UCR) 2008, Change 3.
b) Align tagging of services with the tagging schema in DISA Unified Capabilities Requirements (UCR) 2008, Change 3.
c) Implement MPLS within 30 months of contract award at the Transport boundaries of the following sites:
i. NS Norfolk, Norfolk, VA (NRFK) (NOC).
ii. Washington Navy Yard, Washington, DC (WNYD).
iii. NSA Mechanicsburg, Mechanicsburg, PA (MECH).
iv. NAS Patuxent, Patuxent River, MD (PAXR).
v. NAS Jacksonville, Jacksonville, FL (JAXS).
vi. NWS Charleston, Goose Creek, SC (CHRL).
vii. NAS North Island, San Diego, CA (SDNI) (NOC).
viii. NS Bremerton (BREM).
ix. NAWS China Lake, China Lake, CA (CHLK).
x. NBVC Port Hueneme, Port Hueneme, CA (PRTH).
xi. NC Pearl Harbor, Honolulu, HI (PRLH) (NOC).
ii. Server Farm Consolidation: Consolidate the server farms into a more condensed, common, integrated infrastructure to support increased efficiency in meeting NGEN requirements.  The minimum server farm consolidation requirements are:
a) Consolidate the following server farms completing at least two by the end of option year two, completing at least four by the end of option year three, and completing all by the end of option year four:
i. Fallon, NV to Bremerton, WA.
ii. Little Creek, VA to Norfolk, VA. 
iii. Oceana, VA to Norfolk, VA.
iv. Point Mugu, CA to Port Hueneme, CA.
v. Lemoore, CA to San Diego North Island, CA.
vi. San Diego Naval Station, CA to San Diego North Island, CA.
vii. Philadelphia, PA to Mechanicsburg, PA.
b) Virtualize to common core platforms within the server farm.
c) Design and implement the consolidated server farms to cumulatively be more efficient with regards to space, power, HVAC, and management footprint.
iii. Internet Protocol version 6 (IPv6): Convert NGEN infrastructure in accordance with the technical guidelines in the Office of Management and Budget, Federal CIO Memorandum of 28 September 2010, Subject: Transition to IPv6.  The IPv6 minimum requirements are:
a) Upgrade public or external facing servers and services (e.g., web, email, DNS, ISP services, etc) by the end of option year one.
i. Upgrade the three NGEN DoD Demilitarized Zones (DMZs) located at the Norfolk, San Diego, and Pearl Harbor NOCs first.
ii. Upgrade the seven major extended DMZs and the four small extended DMZs.
b) Upgrade internal NGEN client applications (e.g., Core Build and existing COTS Catalog applications) that communicate with public Internet servers and federal Intranet servers by the end of option year three.
c) Implement the dual stack IPv4 and IPv6 environments across all TXS and ES infrastructure and services by the end of option year four.
iv. Storage Architecture Redesign:  Implement a more efficient storage infrastructure to support a cost effective, robust, and affordable delivery solution. 
a) Upgrade end user network storage in accordance with Tables 3.3-1: NGEN Useful Life of Assets and 3.3-2: Average End User Network Storage Requirements.
b) Implement thin provisioning to allow for dynamic and real time reallocation. 
c) Implement tiered storage in accordance with Table 3.3-3: Minimum Storage Requirements and the following minimum requirements:
i. Class I – Highly available, low latency storage for 20% of the total end user network storage requirement to support, virtual machine OS, SQL databases, and other high Input/Output operations Per Second (IOPS) applications (e.g., Storage Area Network (SAN) and fiber optic channel).
a) Recovery Time Objective (RTO): 30 minutes.
b) Recovery Point Objective (RPO): 4 hours.
c) Backup Retention: 30 days.
d) Backup Location: Onsite and offsite.
ii. Class II – Highly available, nominal latency storage not to exceed more than 1-3 seconds of delay for 80% of the total end user network storage requirement to support medium to low IOPS requirements including Exchange Mail stores, portal data, file shares [e.g., network attached internet Small Computer Systems Interface (iSCSI), older fiber channel drives, and high end Serial Advanced Technology Attachment (SATA) drives].
a) RTO: 2 hours.
b) RPO: 6 hours.
c) Backup Retention: 30 days.
d) Backup Location: Onsite and offsite.
iii. Class III – Latency for access not critical to support low IOPS data including critical IA data logging and long term storage archives (e.g., network attached iSCSI backbone connection and magnetic SATA drives).
a) RTO: 4 hours for critical services (e.g., messaging and file share).
b) RTO: 8 hours for all other services.
c) RPO: 12 hours.
d) Backup Retention: 10 days.
e) Backup Location: Onsite.
k) Document the analysis and assumptions for each proposed initiative.
l) Develop a POA&M for each of the proposed initiatives.
m) Perform a risk assessment for each of the proposed initiatives.
iii. The not to exceed prices for the Contractors proposed Technology Refresh Plan document, included as Attachment 9 in Section J of the contract, for each period will be definitized in accordance with H-16 and DFARS 252.217-7027.  Directed changes to the Technology Refresh Plan document, included as Attachment 9 in Section J of the contract, for each period will be handled under separate modification.   
iv. [bookmark: _GoBack]Propose alternate technology refresh strategies that comply with the NGEN performance requirements, support cost savings, provide service improvement, and/or provide technology insertion.  Optional technology refresh initiatives are provided in the Navy Technology Refresh and Modernization Planning Guidance document, listed as Attachment 15 in Section J of the contract.
a) Perform and document a trade space analysis of the alternative strategies, specifically where there are cost vs. performance trades, EOL or EOS vs. modernization trades, or competing modernization trades.    
b) Document the analysis and assumptions for each proposed initiative.  
i. Cost model with Basis of Estimate (BOE).
ii. Cost-benefit analysis. 
a) Tradeoff analysis.
c) Develop a POA&M for each of the proposed initiatives.
d) Perform a risk assessment for each of the proposed initiatives.
b. Plan and execute the approved TRP . 
i. Develop detailed project plans for approved initiatives and enter into IMS.
ii. Develop and submit RFCs for approved TRP projects in accordance with Section 3.4.1.4 Change Management. (CDRL A015 – Request for Change)
iii. Develop a Bill of Materials (BOM) for each TRP project. (CDRL A019 – Installation Technical Documentation and Plans)
iv. Develop the Release and Deployment Plan(s) for the approved TRP projects to obtain approval from the ECCB in accordance with Section 3.4.16 Release and Deployment Management. (CDRL A028 – Release and Deployment Plan)
v. Test and report completion of required interoperability and compatibility for the technology refresh HW and SW. (CDRL A020 – Test Plan, CDRL A021 – Test Procedures, and CDRL A022 – Test Report)
vi. Install in accordance with Section 3.4.1.6 Release and Deployment Management and Section 3.5.1 Installation Support.
vii. Provide for the receipt, warehousing, distribution, and installation of technology refresh assets in accordance with the Configuration Management Implementation Plan (CMIP) and the Asset Management Implementation Plan (AMIP). 
viii. Dispose of GFP no longer supporting NGEN in accordance with FAR 52.245-1 Government Property.
c. Conduct monthly collaborative meetings with the Government to strategize and refine the TRPs including validating specified HW and SW conforms to approved or certified solution requirements.
i. Prepare a meeting agenda. (CDRL A001 – Meeting Agenda)
ii. Prepare TRP presentation material based upon the agreed agenda. (CDRL A002 – Presentation Material)
iii. Prepare meeting minutes for submittal to the Government and track action items to completion. (CDRL A003 – Meeting Minutes)
d. Provide the status of Technology Refresh and Modernization in the Monthly Status Report and, depending upon the agenda, the PMR presentation. (CDRL A010 – Monthly Status Report and CDRL A002 – Presentation Material)

In addition to the above, the ES Contractor shall:
a. Consolidate and provide an integrated TRP with input and agreement from the TXS Contractor. (CDRL A027 – Technology Refresh Plan)
b. Consolidate and provide an integrated Release and Deployment Plan (RDP) with input and agreement from the TXS Contractor. (CDRL A028 – Release and Deployment Plan)
c. Publish a consolidated technology refresh and deployment schedule, with input and agreement from the TXS Contractor, within 14 calendar days of receiving Government approved RFCs. (CDRL A006 – Integrated Master Schedule)
d. Consolidate, with input and agreement from the TXS Contractor, the status of Technology Refresh and Modernization in the Monthly Status Report and, depending upon the agenda, the PMR presentation. (CDRL A010 – Monthly Status Report and CDRL A002 – Presentation Material)
e. Consolidate, with input and agreement from the TXS Contractor, the TRP meeting agenda. (CDRL A001 – Meeting Agenda)
f. Consolidate, with input and agreement from the TXS Contractor, the TRP presentation material based upon the agreed agenda. (CDRL A002 – Presentation Material)
g. Consolidate, with input and agreement from the TXS Contractor, the TRP meeting minutes for submittal to the Government and track action items to completion. (CDRL A003 – Meeting Minutes)

In addition to the above, the TXS Contractor shall:
a. Provide input on the TRPs to the ES Contractor. (CDRL A027 – Technology Refresh Plan)
b. Provide input on the RDPs to the ES Contractor. (CDRL A028 – Release and Deployment Plan)
c. Provide input on the technology refresh and deployment schedule to the ES Contractor. (CDRL A006 – Integrated Master Schedule)
d. Provide input on the status of Technology Refresh and Modernization to the ES Contractor for inclusion in the Monthly Status Report and, depending upon the agenda, the PMR presentation. (CDRL A010 – Monthly Status Report and CDRL A002 – Presentation Material)
e. Provide input on the TRP meeting agenda to the ES Contractor. (CDRL A001 – Meeting Agenda)
f. Provide the ES Contractor input on the TRP meeting presentation material. (CDRL A002 – Presentation Material)
g. Provide the ES Contractor input on the TRP meeting minutes and action items. (CDRL A003 – Meeting Minutes)






[bookmark: _Toc324343067][bookmark: _Toc307903285]Table 3.3-1: NGEN Useful Life of Assets 
	ENTERPRISE SERVICES

	Asset Grouping
	Useful Life
	Description

	ES End User Devices – Fixed
	4 Years
	Desktop Computers 

	ES End User Devices – Portable
	4 Years
	Laptops

	ES End User Devices – Desktop Virtualization 
	5-7 Years 
	Virtual Desktop

	ES Components
	4 Years
	Disk Drives and Peripheral Component Interconnect (PCI) Cards

	ES Printers
	5 years 
	Printers, Multi-Function Printers, and Scanners*

	ES Backup 
	5 Years
	Tape and Tape Drives

	ES SAN Solution
	5 Years
	SAN Disk Drives and Storage Systems

	ES Storage Array
	5 Years
	Disk Arrays

	ES Other Network Infrastructure
	5 Years
	Modems

	ES Servers
	5  Years
	Print Servers, other Blades, and Servers (e.g., DNS and file)

	ES End User Software
	5-10 Years
	As specified by the Software Provider

	ES Software
	5-10 Years
	As specified by the Software Provider based on EOL/EOS

	ES Facilities Equipment
	As Req
	Heating, Ventilating, and Air Conditioning (HVAC), Electrical System, Fire Detection and Suppression Systems, UPS, Battery, and Generator, Fuel Storage and Transfer, and all other facility related support systems with the exception of BAN and LAN GFE in dedicated wiring closets.

	TRANSPORT SERVICES

	Asset Grouping
	Useful Life
	Description

	TXS Other Network Infrastructure
	5 Years
	Access Concentrator, Analyzer, Converter, Hub, WAN Accelerator, and Wireless Access Point

	TXS Routers
	5 Years
	Gigabit Interface Converter (GBIC), Memory, and Router

	TXS Security Infrastructure
	5 Years
	Appliance, Firewall, IDP/IPS, Proxy, Crypto, and VPN

	TXS Switches
	5 Years
	Fan, GBIC, Memory, and Switch

	TXS Software
	5-10 Years
	As required based on EOS/EOL

	TXS Facilities Equipment
	As Req
	BAN and LAN GFE in dedicated wiring closets.


*As ordered
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	Personal File
Storage
	Primary Mailbox
Storage
	Archive Mailbox
Storage
	Command Storage
	Records Management
	DV End Users Only
	Public Folders

	VIP
	10 GB/User
	1 GB/User
	10 GB/User
	2 GB/User
	2 GB/User
	30 GB/User
	1 TB / Command

	MOC
	10 GB/User
	750 MB/User
	6 GB/User
	2 GB/User
	2 GB/User
	30 GB/User
	1 TB / Command

	Business
	5 GB/User
	500 MB/User
	4 GB/User
	2 GB/User
	2 GB/User
	30 GB/User
	1 TB / Command
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	Class I
	Class II
	Class III

	
	Enterprise Class
	Mid-Tier
	Economy

	Drive Type
	15K Revoltions per Minute (RPM) Serial Attached SCSI (SAS) or better
	10K RPM SAS or better
	7200 RPM SATA or better

	Performance IOPS per Array [minimum 25 disk depth per Logical Unit Number (LUN) set]
	Greater than or equal to 2100
	Greater than or equal to 1500
	Greater than or equal to 900

	Performance IOPS per Disk
	Greater than or equal to 175
	Greater than or equal to 125
	Greater than or equal to 75

	Availability inside the Data Center
	99.990%
	99.900%
	99.000%

	Data  Types
	Virtual machine OS, SQL databases for portal environments with high access, and other high IOPS applications
	Mailbox stores, organization file stores, PST, and individual file shares
	Archive, deduplication repository, and records management archive

	Battery Backup
	Yes
	Yes
	Yes





